
 Introduction 

 Inspection of a speech waveform does not reveal clear correlates of what the listener 
perceives as word boundaries. Yet the absence of word boundary markers hardly 
poses a problem for listeners, as the subjective experience of speech is not of con-
tinuity but, rather, of discreteness – a sequence of individual words. This chapter is 
concerned with the perceptual and cognitive mechanisms underlying conversion of 
continuity into discreteness, namely speech segmentation. 

 Or so goes the story. Over the past 20 years, the concept of segmentation has 
been challenged on two fronts. First, how truly continuous is speech? Could the 
presence of clear boundary markers (e.g., pauses) be underestimated? This ques-
tion is of particular importance for early stages of word learning, as infant-directed 
speech is known to have communication-oriented characteristics, some of which 
could guard against, or at least mitigate, continuity. Second, even if speech requires 
segmentation, to what extent does it need to be investigated separately from word 
recognition? Do we need to construe segmentation as a battery of cues and mecha-
nisms, or is it an emergent property of lexical activation, an epiphenomenon of 
lexical competition? 

 These questions motivate the structure of this chapter. We argue that much 
depends on whether the language system has achieved a mature, steady state, is in a 
process of development, or is facing suboptimal listening conditions. 

 Segmentation in the mature system 

 For adult native speakers, segmentation consists of correctly mapping sound strings 
onto word representations, a process undermined by the temporal distribution of 
sounds and by lexical embeddedness (Cutler, 2012). The fact that the distribution 

 4 
 SPEECH SEGMENTATION 

 Sven L. Mattys and Heather Bortfeld 

Copyright Material – Provided by Taylor & Francis 



56 Sven L. Mattys and Heather Bortfeld

of auditory information is time-bound and transient means that lexical activation 
must start before an entire word has been heard, resulting in multiple simultaneous 
activations. Embeddedness only exacerbates the problem. Some 84% of polysyl-
labic English words have at least one shorter word embedded in them (“captain” 
contains “cap”); indeed, most short words are embedded in longer ones (McQueen 
et al., 1995). Spurious words are also found across word boundaries (“belt” in “bell 
tower”). Corpus data in English reveal that more than a third of all word boundar-
ies contain at least one embedded word (Roach et al., 1993). 

 Mechanisms underlying speech segmentation have been investigated from two 
standpoints: as an emergent property of lexical competition and contextual expecta-
tions (lexical and post-lexical phenomena) and as the product of a constellation of 
segmental and prosodic cues (non-lexical phenomena). 

 Segmentation as a lexical (and post-lexical) phenomenon 

 Word and world knowledge often constrain segmentation. For instance, “The goose 
trader needs a licence” might contain the spurious words “goo”, “stray”, “tray”, 
“knee”, “lie”, “ice”, in addition to the intended words, but only the intended 
words make the utterance lexically and semantically viable. Activation of the spuri-
ous words is therefore likely to be weak, especially in later parts of the sentence. 
Likewise, although cases of fully overlapping segmentation alternatives exist (e.g., 
“known ocean” vs, “no notion”), they are rare and usually get disambiguated by 
syntactic and/or semantic context. Segmentation is also constrained by whether 
or not the outcome  could be  a real word. In competition-based models, the possible-
word constraint (Norris et al., 1997) reduces activation of word candidates that 
create phonologically impossible adjacent words. For instance, in “black bird”, 
“lack” will be disfavoured not only because the preceding “b” portion is not an 
existing English word but also because it violates English morphological rules. 

 Modeling work demonstrates good segmentation performance through mul-
tiple lexical activation and competition (e.g., TRACE: McClelland & Elman, 1986; 
Shortlist: Norris, 1994). On this view, all words in running speech are temporar-
ily activated, with relative activation levels fl uctuating as a function of fi t with the 
unfolding input. The activation of spurious words, possibly high at times (e.g., 
“goo” in “goose trader”), eventually is terminated through direct inhibition by 
better fi tting competitors (TRACE) or dies down due to lack of sensory con-
fi rmation (Shortlist). A lexically guided process is effective for new words too. 
For instance, Dahan and Brent (1999) showed that listeners familiarized with 
fi ve-syllable sequences (e.g., “dobuneripo”) and three-syllable sequences embed-
ded in the longer ones (e.g., “neripo”), subsequently better remembered a sequence 
corresponding with the remainder sequence (e.g., “dobu”) than one that did not 
(e.g., “dobune”). Such segmentation-by-lexical-subtraction process likewise boosts 
fi rst- and second-language learning (Bortfeld et al., 2005; White et al., 2010). 

 Semantic and syntactic expectations also provide constraints. Kim and colleagues 
(2012) showed that the segmentation of a stimulus (“along”) was signifi cantly 
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determined by its sentential context (“along” in “try to get __” and “a long” in “it 
takes __ time”). Likewise, Mattys and associates (2007) found that segmentation of 
an ambiguous stimulus like “takespins” was infl uenced by whether the syntactic 
context suggested that the pivotal /s/ was a third-person infl ection or the fi rst pho-
neme of the object noun phrase. 

 Importantly, this knowledge-driven approach does not assign a specifi c com-
putational status to segmentation, other than as the consequence of mechanisms 
associated with lexical competition and interactions with higher-order knowledge. 

 Segmentation as a non-lexical, cue-based, 
and probabilistic phenomenon 

 Although an effective mechanism in a majority of cases, lexical-driven segmenta-
tion fails in cases of multiple parses (“stray tissues”/“straight issues”) and whenever 
new or unfamiliar words are encountered. Non-lexical cues fall within various 
categories. Some arise from distributional regularities within the lexicon (proba-
bilistic phonotactics, lexical stress), and others operate independently (allophonic 
variations). Some are language-specifi c (generally those arising from regularities 
in the lexicon), and others are fairly constant across languages (some but not all 
rhythmic cues). Some align with actual word boundaries, and others contribute to 
word boundary detection only insofar as they align with phrase- or sentence-level 
boundaries (fi nal lengthening). Because these categories are somewhat artifi cial and 
not mutually exclusive, we opt for a description based on whether non-lexical cues 
involve segmental, subsegmental, or suprasegmental regularities. 

 Segmental cues 

 Segmental cues refer to the probability that certain phonemes or sequences of pho-
nemes align with word boundaries. For instance, the /j/ sound in English is more 
likely to be word-medial or word-fi nal than word-initial. Similarly, sequences rarely 
found at the beginning of words (/mr/) are likely to be interpreted as straddling a 
word boundary (McQueen, 1998; Tagliapietra et al., 2009). These regularities are 
referred to as phonotactic cues. Since such regularities originate in the phonologi-
cal structure of a language, sequences of phonemes perceived as legitimate word 
boundaries vary from language to language. 

 Rules about word-internal segmental harmony can also point to boundaries. In 
Finnish, for example, rules of harmony prevent certain categories of vowels from 
co-occurring within a word. Thus, assuming that vowel V i  cannot be found within 
the same word as vowel V ii , a sequence like CV i CV ii  could not constitute a single 
word; instead, it would have to include a word boundary somewhere between the 
two vowels (Suomi et al., 1997; Vroomen et al., 1998). Although they are weaker 
heuristics, segmental sandhis – a broad range of phonological changes that occur 
at morpheme or word boundaries – also cue segmentation. Liaison, for instance, is 
the addition of a segment between two words to avoid a non-permissible sequence 
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of sounds. For example, while “petit frère” (younger brother) is produced as /
ptifr/, “petit ami” (boyfriend) is produced as /pti t

¯
 ami/, where /t/ is inserted 

between the two words to avoid a clash between /i/ and /a/. Since the most com-
mon liaising phonemes in French are /t/, /z/, and /n/, the occurrence of those 
sounds in continuous speech could be used as cues to word boundaries (Tremblay & 
Spinelli, 2014). Note that liaison-driven segmentation may partly be accounted for 
by acoustic differences between liaison phonemes and their non-liaison equivalents 
(Spinelli et al., 2003). 

 While lab-based fi ndings show that segmentation is aided by listeners’ sensitivity 
to phonotactic regularities, they represent an idealized view of how words are pro-
duced in everyday speech. Because conversational speech is plagued with phoneme 
deletions (Schuppler et al., 2011), insertions (Warner & Weber, 2001) and altera-
tions, such as contextual variants ( Janse et al., 2007) or phonological assimilation 
(Ohala, 1990), phonotactic statistics derived from lexical databases or transcribed 
corpora are only approximate. Indeed, we will argue that such expectations form a 
relatively minor infl uence on segmentation. 

 Subsegmental cues 

 The acoustic realization of a given phoneme (allophonic variant) can change from 
utterance to utterance. Some of this variation is reliably associated with word 
boundaries. We already mentioned that liaison phonemes in French are acoustically 
distinguishable from non-liaison phonemes, such that their acoustic signature could 
cue word junctures. Subsegmental cues allow listeners to distinguish phrase pairs 
(“dernier onion – dernier rognon” in French; “di amanti – diamanti” in Italian; 
“grey tanker – great anchor” in English) through a variety of phonetic processes 
such as word-onset glottalization (//anchor), word-onset aspiration (/ h /tanker) 
and devoicing (in /r/ in “nitrate”). Position-specifi c durational contrasts (longer/pai/ 
in “high pay][per month . . .”, where ][ is a phrase boundary, than in “paper”) and 
changes in articulatory strength (phonemes are more weakly coarticulated across 
word boundaries than within words) provide additional cues. 

 The advantage of these subsegmental cues is that they supply information about 
word boundaries where lexical information cannot. Empirical evidence for listeners’ 
sensitivity to these cues is abundant (e.g., Christophe et al., 2004; Davis et al., 2002; 
Shatzman & McQueen, 2006). However, in everyday listening conditions, lexically 
ambiguous phrases (e.g., “nitrate” vs. “night rate”) are seldom heard outside of a 
disambiguating sentential context (e.g., “The soil contained a high concentration 
of nitrate.”), which makes the actual contribution of subsegmental cues perhaps less 
substantial than laboratory speech research suggests. Furthermore, the reliability of 
subsegmental cues for segmentation is diffi cult to quantify. There are substantial 
individual variations in how systematically and fully speakers realize allophonic 
variations. Moreover, allophonic variations differ markedly in their acoustic salience, 
some showing clear qualitative contrasts (glottalization) and others showing small 
quantitative contrasts (lengthening). Finally, while some allophonic variations are 
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chiefl y language-general (fi nal lengthening), most are language-specifi c (aspiration, 
glottalization). Thus, languages differ considerably in the number, type, and effec-
tiveness of the sub-lexical cues they provide. As with segmental cues, subsegmental 
cues act as supplementary heuristics rather than deterministic boundary markers. 

 Suprasegmental cues 

 Suprasegmental cues are variations in duration, fundamental frequency, and ampli-
tude that coincide with word boundaries either proximally or distally. Lengthening 
is found within the word, phrase, and sentence domains (Wightman et al., 1992). A 
signifi cant challenge for a speech recognizer, however, is that lengthening has been 
documented at both the initial and the fi nal edges of domains. However, length-
ening within a syllable may be interpretable as a word onset as opposed to a word 
offset by taking the distribution of the durational effect into account (Monaghan 
et al., 2013; White, 2014). 

 Fundamental frequency ( F 0), the acoustic source of perceived pitch, shows a 
high degree of correlation with major syntactic boundaries (Vaissière, 1983) and 
hence with the boundaries of words at the edge of syntactic constituents. Pitch 
movements that specifi cally align with word boundaries, independent of syntac-
tic boundaries, are more elusive and are often constrained by other factors. For 
instance, Welby (2007) showed that the early rise in  F 0 typically found at the left 
edge of French content words cues the beginning of a new word, but this effect is 
modulated by other suprasegmental cues (phoneme duration) and lexical frequency. 
The locus of pitch movements relative to word boundaries is disputed, even within 
a single language. Using an artifi cial language learning paradigm (Saffran et al., 
1996a), Tyler and Cutler (2009) showed that French listeners used right-edge rather 
than left-edge pitch movements as word boundary cues. English listeners showed 
the opposite pattern, and Dutch listeners used both left- and right-edge pitch move-
ments. Although discrepancies may be partly due to differences in materials, tasks, 
and methods of pitch manipulation, it is clear that  F 0 alone provides limited support 
for the detection of word boundaries (see Toro et al., 2009, for additional evidence). 

 The combination of suprasegmental cues provides a stronger heuristic, such as 
is the case for lexical stress, the accentuation of syllables within words. Languages 
differ in the suprasegmental features ( F 0, duration, intensity) contributing to stress 
and the position of typically stressed syllables. Within a language, however, stress 
can be a highly reliable cue for word boundaries. In so-called fi xed-stress lan-
guages, where stress always falls in a particular position (fi xed word–fi nal stress in 
Hungarian), inference based on stress should lead to high word boundary detec-
tion. In free-stress languages (English, Dutch, Italian), where stress placement varies, 
predominant stress positions can be used as a probabilistic cue. For instance, the 
predominance of stress-initial words is exploited in English (Cutler & Norris, 1988) 
and in Dutch (Vroomen et al., 1996). Languages for which stress is not a contras-
tive feature might provide rhythmic cues tied to their own phonology (syllables for 
French, Banel & Bacri, 1997; morae for Japanese, Otake et al., 1993). Cutler (2012) 
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provides an extensive review of how listeners use rhythm in general and lexical 
stress in particular to infer word boundaries. 

 While these suprasegmental cues can be characterized as proximal prosody, distal 
prosody leads to grouping and segmentation of speech materials several syllables after 
the prosodic cues themselves. Inspired by research on auditory grouping, Dilley and 
McAuley (2008) created auditory sequences beginning with two stress-initial words 
and ending with four syllables that could form words in more than one way. They 
then manipulated the duration and/or the  F 0 of both of the fi rst fi ve syllables in 
order to create a rhythmic pattern to induce either a weak-strong-weak (WSW) or 
strong-weak-strong (SWS) grouping in the fi nal un-manipulated syllables. When 
participants were asked to report the last word of the sequence, they produced more 
monosyllabic words in the SWS-inducing condition and more disyllabic words in 
the WSW-inducing condition. The manipulation of either duration, or  F 0, worked, 
and the combination of both cues yielded an even larger effect. These results and 
others (Brown et al., 2011) are groundbreaking because they reveal anticipatory 
segmentation mechanisms that generate place holders for words not yet heard. It is 
precisely those types of mechanisms that could disambiguate sentence-fi nal phrases 
like “night rate” and “nitrate”, alongside the sentential context and the acoustic 
realisation of the test words themselves. 

 Segmentation as a multi-cue integration phenomenon 

 The investigation of cues in isolation highlights sources of information that the 
perceptual system can use. How they are used – if at all – is another matter. 
Likewise, computational models offer suggestions about how segmentation can 
be achieved parsimoniously, not necessarily how segmentation actually happens. 
For instance, Cairns and colleagues (1997) devised a neural network that correctly 
detected a third of the word boundaries in the London-Lund corpus of conver-
sational English relying solely on phonotactic regularities. In contrast, TRACE 
assumes a pre-existing lexicon, entirely eschewing the involvement of non-lexical 
cues by making segmentation a by-product of lexical competition and selection 
(Frauenfelder & Peeters, 1990). Perhaps as a compromise, Shortlist (Norris, 1994) 
relies on lexically driven segmentation (per TRACE) but further fi ne-tunes it via 
statistical regularities (lexical stress, phonotactics) and corpus allophones (Shortlist 
B, Norris & McQueen, 2008). When between-word transitional probabilities are 
taken into account, the performance of computational models increases even fur-
ther (Goldwater et al., 2009). 

 Although cues are likely to converge rather than diverge, pitting cues against 
one another has revealed much about their relative weights. Drawing on a battery 
of perceptual experiments, Mattys and colleagues (2005, 2007) demonstrated that 
listeners rely on lexical, syntactic, and contextual information whenever listening 
conditions permit (intelligible speech and meaningful sentences) in both read and 
conversational speech (White et al., 2012). Segmentation then simply “falls out” 
of word recognition, as implemented in TRACE. Sub-lexical cues intervene only 
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when lexical and contextual information is absent or incomplete – common in lab-
oratory experiments but unusual in real life. And stress is used only as a last-resort, 
when intelligibility is too compromised to provide suffi cient lexical, segmental, and 
subsegmental evidence. 

 With respect to ranking the weight of non-lexical cues, Newman and colleagues 
(2011) have argued that subsegmental cues (word-onset vowel glottalization) are as 
powerful as Norris and associates’ (1997) Possible Word Constraint but that seg-
mental probabilities (permissible syllable-fi nal vowels) rank lower. In contrast, the 
robustness of distal prosody has been observed in the face of confl icting intensity, 
duration,  F 0 cues (Heffner et al., 2013), and even semantic information (Dilley 
et al., 2010), although there is evidence that these cues trade off as a function 
of their internal magnitude (Heffner et al., 2013). 

 Segmentation in the developing language system 

 The emergence of a mental lexicon is fundamental to how the speech signal is 
processed. Several decades of research have converged on the view that infants 
gradually integrate a range of cues in the service of segmentation. In isolation, these 
cues would be insuffi cient; together, they allow the child to segment in progressively 
greater detail. Several questions are relevant to understanding this process. First, to 
what extent is each cue reliably present in the infant’s input? Second, can infants 
perceive and profi tably use these cues? Finally, how do the cues interact? These 
questions are now addressed. 

 Cue presence 

 For a language user, the most elementary juncture marker is a silent pause. Silent 
pauses are usually found at boundaries between utterances, clauses, and phrases 
(Goldman-Eisler, 1972). Their contribution is particularly notable in infant-
directed speech because utterances in that form are particularly short (Fernald et al., 
1989; Snow, 1972). Likewise, corpus research has shown that words in isolation 
(e.g., “Milk!”) constitute approximately 10% of the utterances that parents address 
to their infant (Brent & Siskind, 2001). 

 The features of infant-directed speech further increase its overall salience, pro-
viding a scaffold for infants to learn words by highlighting particular forms in the 
auditory stream. Infants’ changing sensitivity refl ects the emergence of a lexicon 
as well, with the development of stable word-form representations providing the 
necessary fi rst step towards robust segmentation. For example, 6-month-old infants 
prefer the repetitive structure of infant-directed speech, whereas their earlier prefer-
ence is for its prosodic elements (McRoberts et al., 2009). This shift in focus from 
prosodic to repetitive elements may be an indication of when infants transition 
from processing the general characteristics of speech to recognizing its compo-
nents (i.e., words). This is consistent with fi ndings showing that infants discriminate 
among words relatively early in life (Bergelson & Swingley, 2012; Tincoff & Jusczyk, 
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1999). Factors that add to the nascent lexicon are highly familiar items in the input 
(Bortfeld et al., 2005; Mandel et al., 1995), inclusion of word-like units in varying 
sentence frames (Gomez, 2002), and consistent production of the infant-directed 
rhythmic form (Ma et al., 2011). 

 Cue use 

 A pioneering demonstration of infant speech segmentation at 7.5 months ( Jusc-
zyk & Aslin, 1995) focused on the importance of emergent word knowledge well 
before those words are associated with meaning. In this study, infants were familiar-
ized with a pair of novel words, such as “cup” and “feet”, and then tested on their 
recognition of the words in passages. Results showed that infants listened longer 
to passages containing familiarized words compared with those containing novel 
words, demonstrating quite early segmentation ability. Subsequent studies using 
modifi cations of this paradigm have revealed limitations on infants’ performance 
when words change in emotion, talker gender, or fundamental frequency (Bort-
feld & Morgan, 2010; Houston & Jusczyk, 2000; Singh et al., 2004, 2008). 

 Other limitations include the fi nding that infants are able to seg-
ment only words that conform to the predominant stress pattern of their 
language ( Jusczyk, 1999). For example, Weber and colleagues (2004) compared 
4- and 5-month-old German-exposed infants with German-speaking adults 
specifi cally focusing on participants’ mismatch negativity (MMN) responses to 
consonant-vowel-consonant-vowel sequences produced with either trochaic stress 
(stress placed on the initial syllable, which is predominant in German) or iambic 
stress (stress placed on the second syllable, which is atypical in German). Half of 
the participants experienced the trochaically stressed words as “standards” and the 
iambically stressed words as the MMN-dependent “deviants”. The reverse was true 
for the other half of the participants. For the adults, an MMN response occurred 
whether the deviant was a trochaic or iambic sequence, suggesting that adults were 
sensitive to both stress patterns. However, for 5-month-olds, an MMN response 
was observed for deviant trochaic stimuli only, while neither stress type provoked a 
signifi cant MMN response in the 4-month-olds. This suggests that by fi ve months, 
infants are sensitive to the most common stress patterns of their exposure language, 
though they have yet to reach adult-like discrimination abilities for unfamiliar stress 
patterns (see also Hohle et al., 2009). 

 Cue interaction 

 Infants are sensitive to statistical regularities in their environment, using them as a 
guide to structure (e.g., Saffran et al., 1996b). However, statistical cues fail when 
variation in word length is introduced ( Johnson & Tyler, 2010) or when they clash 
with subsegmental or stress cues ( Johnson & Jusczyk, 2001). There are many other 
such interactions. For example, Mersad and Nazzi (2012) created an artifi cial lan-
guage made of words that were varied (rather than fi xed) in length. Consistent with 
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Johnson and Tyler’s (2010) fi nding, 8-month-olds were hindered in their ability to 
segment words of varying lengths when presented with no other cues. However, 
they could segment them when the words were preceded with a familiar word (e.g., 
“maman”). In other words, infants were able to use the familiar item as a top-down 
guide for parsing the more complex signal. 

 With respect to the structure of cues used in the mature system, the develop-
mental trajectory appears to follow a weighting system roughly opposite to that 
followed in adult processing ( Figure 4.1 ). Stress and distributional regularities pro-
vide an early, albeit coarse fi rst pass at the signal ( Jusczyk et al., 1999; Saffran et al., 
1996b). Although it is unclear whether sensitivity to stress spawns sensitivity to 
distributional regularities ( Jusczyk, 1999) or vice versa (Thiessen & Saffran, 2003), 
these basic segmentation mechanisms appear to be progressively phased out by more 
subtle segmental and acoustic-phonetic cues by around 9 months of age (Morgan & 

  FIGURE 4.1  Schematic representation of primary segmentation cues in the mature and 
developing language systems. The relative weights of the cues in the mature speech 
system are symbolized by the width of the grey triangle (wider = greater weight). 
The developmental trajectory of the cues is illustrated by the black arrows. Reliance 
on stress and statistical learning cues is initially predominant. These, along with other 
non-lexical cues, promote the acquisition of a small vocabulary, which, in return, leads 
to the discovery of additional sub-lexical cues. Over time, reliance on non-lexical cues is 
downplayed in favour of lexical and contextual information (fi gure revised from Mattys 
et al. [2005]). 
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Saffran, 1995; Mattys et al., 1999). As these promote development of a lexicon, they 
become secondary to lexically driven segmentation, refl ecting a move toward an 
increasingly adult-like weighting system.   

 These fi ndings reveal both impressive capability and serious limitations on early 
word recognition. The second half of the fi rst year of life clearly represents an 
important period of transition for language learning, as the ability to track spoken 
words in running speech and to detect repetitions of those words in different con-
texts is likely to be a prerequisite to later mapping of those words onto meaning. 
Indeed, longitudinal evidence for a link between early segmentation ability, on the 
one hand, and vocabulary growth at 2 years and higher-order language measures 
at 4 to 6 years on the other hand, confi rms the constraining role of speech seg-
mentation for successful language development (Newman et al., 2006). Important 
questions remain regarding the specifi c mechanisms linking the two and, perhaps 
more critically, how limitations in early segmentation might (negatively) impact the 
subsequent emergence and expansion of a vocabulary. 

 Segmentation in adverse (everyday) conditions 

 Not surprisingly, a majority of segmentation studies have focused on unrealistically 
ideal listening conditions. Comparatively few have examined how mechanisms are 
modulated by everyday conditions (noise, divided attention). Next we examine 
such modulations following Mattys and colleagues’ (2012) typology of adverse con-
ditions. A summary is depicted in  Figure 4.2 .   

 Source degradation 

 Perhaps the most detailed analysis of the link between source (speaker) degradation 
and speech segmentation comes from the work by Liss and colleagues on dysarthric 
speech perception. Dysarthrias are motor speech disorders subsequent to central or 
peripheral nervous system abnormalities such as Parkinson’s disease or Hunting-
ton’s chorea (for detailed nomenclature, see Darley et al., 1969), characterized by 
segmental, subsegmental, and suprasegmental disturbances. Liss et al. (1998) showed 
that healthy participants listening to English dysarthric speech made substantial 
use of the alternation between perceived weak and strong syllables to hypothesize 
word boundaries: perceived boundaries were inserted before strong syllables and 
deleted before weak syllables, in line with the dominant stress pattern of English 
(see also Cutler & Butterfi eld, 1992). However, Liss and associates (2000) found 
that stress-based segmentation was far more effective in dysarthrias that preserved 
rhythmic contrasts (hypokinetic) than dysarthrias that exhibited equal-and-even 
stress (ataxic). In a subsequent resynthesis study of non-dysarthric speech, Spitzer 
and colleagues (2007) demonstrated that neutralizing  F 0 (a suprasegmental cue) 
and blurring vowel identity (a segmental cue) had the most detrimental impact 
on listeners’ adherence to stress-based segmentation. Equalizing vowel duration (a 
subsegmental and suprasegmental cue) had almost no effect. These analyses specify 
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  FIGURE 4.2  Schematic modulations of  Figure 4.1  as a function of adverse listening con-
ditions. As in  Figure 4.1 , the relative weights of the cues (lexical knowledge, segmental/
subsegmental cues, stress) are symbolized by the width of the grey triangle (wider = 
greater weight). For comparison, the dark dashed outline illustrates optimal listen-
ing conditions, as shown in  Figure 4.1 . (A) Degradation at the source preserving the 
prosodic features necessary to perceive and use stress contrasts for segmentation, e.g., 
hypokinetic dysarthria or accented speech originating from the same rhythmic class as 
the target. (B) Degradation at the source disrupting or neutralizing stress contrast, e.g., 
ataxic dysarthria or accented speech originating from a different rhythmic class than 
the target. (C) Environmental degradation due to background noise. While reliance on 
stress is generally increased under noise, the contribution of lexical knowledge can be 
compromised in very low signal-to-noise ratios. (D) Receiver limitations due to hear-
ing impairment (HI) or non-native (L2) knowledge of the target language. Reliance 
on lexical knowledge and stress in those cases is variable and primarily determined by 
the hearing impairment etiology and severity, the type of hearing device, the degree of 
overlap between L1 and the target language, and the level of L2 profi ciency. (E) Older 
adults’ generally increased reliance on lexical (and contextual) knowledge and stress 
contrast. For all depicted cases, note a reduction in reliance on segmental/subsegmental 
cues compared to segmentation in optimal conditions. 

how naturally occurring speech degradations can turn lower-tier segmentation cues 
(Mattys et al., 2005) into powerful tools in the face of reduced intelligibility. 

 Accented speech constitutes another type of source degradation in that it departs 
from native or regional expectations on subsets (or all) of the non-lexical seg-
mentation cues reviewed earlier – leaving aside the issue of lexical and syntactic 
deviations. The cost of processing a non-native/unfamiliar accent compared to 
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a native/familiar accent has been documented comprehensively (Munro & Der-
wing, 1995). Alongside phoneme miscategorization (Cutler et al., 2005), the most 
challenging cross-accent mismatch is likely to be prosodic. For instance, as speak-
ers of syllable-timed languages (French) are likely to apply their native rhythm to 
the production of a non-native stress-timed language (English), word-initial stress 
cues normally used by native English listeners will no longer be available. Cases of 
misleading prosody can likewise be found between regional variations of a single 
language. For instance, Cutler (2012) raised the possibility that syllable-timed Sin-
gapore English (Deterding, 2001) might be more easily segmented by speakers of 
syllable-timed languages than by speakers of stress-timed languages. Thus, although 
on different scales, rhythmic structure violations due to motor-disordered speech 
and accent have a lot in common in terms of the reweighting of segmentation strat-
egies that listeners apply to cope with the deviations. 

 Environmental degradation 

 This category includes degradations of speech due to competing signals (noise), 
acoustic distortions caused by the physical environment (reverberation), and impov-
erishment by the transmission medium (spectral fi ltering through a telephone). 
Segmentation research has focused mainly on broadband noise. Mattys and asso-
ciates (2005) found that the effectiveness of lexical-semantic knowledge drops 
steadily as a function of noise level, probably refl ecting the increasingly diffuse lexi-
cal activity that results from inaccurately encoded sensory information. The greater 
reliance on non-lexical cues resulting from lexical-access failure depends on the 
regions of the frequency spectrum where signal and noise overlap. Generally speak-
ing, non-lexical cues consisting of broad variations over relatively long stretches of 
the signal fare best. For example, suprasegmental cues such as stress and  F 0 move-
ments are resilient to 5- to 10-dB signal-to-noise ratios (Mattys, 2004; Smith et al., 
1989; Welby, 2007). In contrast, coarticulatory cues and transitional probabilities 
show greater vulnerability (Mattys et al., 2005), with the former more fragile than 
the latter (Fernandes et al., 2007). 

 The generalizability of these results is unclear, however. Disruption caused by 
even the loudest broadband steady-state noise is negligible if it coincides with 
energy dips or highly redundant portions of the signal. Conversely, a brief burst 
of energy in a critical frequency range could have consequences cascading from 
misheard allophones to sentence misinterpretation. Thus, unlike cue re-ranking in 
the face of dysarthric speech, cue re-ranking under noise is highly dependent on 
complex interactions between the spectro-temporal structure of the noise and the 
phonetic, lexical, and semantic composition of the signal (Bronkhorst, 2000). 

 It should be noted that correctly perceiving speech in the presence of noise 
should be particularly challenging for infants and young children. And indeed, 66% 
of parents report talking to their infants while other family members are talking at 
the same time (Barker & Newman, 2004). Not surprisingly, signal-to-noise ratio 
(SNR) is an important factor to consider. Children presumably cannot rely on 
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top-down information to the same extent as adults (Newman, 2006; Nittrouer & 
Boothroyd, 1990), which means that they should weigh other cues in the signal 
more heavily (Fallon et al., 2000). This, in turn, means that they may be affected by 
noise much more or at least differently than adults. As evidence of this, Newman 
(2004) found that 5-month-old infants failed to recognize their own names in a 
multi-talker stream unless the masking signal was at least 10 dB below the target 
signal. Moreover, with a 0 dB SNR, she found that infants performed at chance and 
continued to do so until at least the end of the fi rst year. But this changes quickly 
as children begin to acquire the lexicon. For example, children’s word learning 
between 2.5 and 3 years was equally likely whether the learning took place in quiet, 
+5, or 0 dB SNR (Dombroski & Newman, 2014). Although these latter fi ndings 
bode well for language development in spite of the varied environments in which 
children fi nd themselves, the input they receive is a critical factor in the rate and 
success of this development. 

 Receiver limitations 

 In this section, we review fi ndings from hearing-impaired, non-native, and older lis-
teners, groups with contrasting, though not fully orthogonal segmentation challenges. 

 Segmentation in hearing-impaired listeners 

 Relatively little is known about the segmentation limitations faced by hearing aid 
and cochlear implant (CI) users. Research suggests that hearing device users rely on 
higher-order knowledge to fi ll gaps in the impoverished signal. For instance, using 
noise-vocoded speech (i.e., substitution of frequency bands with amplitude-modulated 
noise, Shannon et al., 1995) as a simulation of CI input, Davis and colleagues (2005) 
showed that low-level interpretation of the distorted signal was better when it con-
tained known and meaningful words than when it contained non-words. Thus, to 
the extent that contextual information is available from the distorted signal, it is 
likely that lexically driven segmentation mechanisms are primary. 

 Because hearing devices alter spectral rather than temporal aspects of the signal, 
segmental, allophonic, and  F 0 cues to word boundaries are more affected than 
durational cues. Given the contribution of  F 0 to the perception of stress contrast 
in English (Spitzer et al., 2007), stress-based segmentation could potentially be 
seriously compromised by CI. Indeed, Spitzer et al. (2009) showed that the detri-
mental effect of fl attening  F 0 on stress-based segmentation was more pronounced 
for normal-hearing and hearing-impaired individuals with residual low-frequency 
hearing than for CI users. The authors interpreted this result as showing that  F 0 
representation in the CI group was poor to start with, and hence fl attening  F 0 had 
little effect. This conclusion, however, must be restricted to languages in which 
stress is realised mainly through  F 0. Stress-based segmentation of languages where 
stress correlates with syllable lengthening rather than  F 0 is likely to remain com-
paratively robust. 
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 To a large extent, the segmentation problems that CI users face are comparable, 
albeit on a more dramatic scale, to those faced by people listening to accented 
speech: The distortions affect some sounds more than others, and they do so sys-
tematically. The predictable nature of such distortions makes correction through 
perceptual learning possible, unlike conditions in which the signal is masked by 
random noise. Thus, the study of speech segmentation through hearing devices is 
more likely to make headway if it is investigated in the context of progressive cue 
recalibration than if it is seen solely from the perspective of signal impoverishment. 

 Segmentation in non-native (L2) listeners 

 Although comparable to the problems faced by infant learners, the segmentation 
challenge faced by L2 listeners involves substantial differences. On the one hand, L2 
listeners know a lot more about language (in general) than infants do, and they are 
likely to be literate. On the other hand, the segmentation cues of a native language 
(L1) can be at odds with those of L2, thus making the mastery of L2 a matter of 
both learning the segmentation cues of L2 and suppressing those of L1. 

 Not unlike infants, non-native speakers use their growing L2 lexicon to discover 
new words. For instance, White and associates (2010) showed that adult L1 Hun-
garian speakers learning English used known English words to segment adjacent 
sound sequences. Importantly, this segmentation-by-lexical-subtraction process 
applied even when stress cues were inconsistent with it. Given that Hungarian is a 
fi xed-stress language (initial stress in all content words), this provides clear evidence 
for the primacy of lexically driven (over non-lexical) cues. 

 The success of L2 segmentation in the absence of lexical information depends 
on the respective hierarchies of non-lexical cues in L1 and L2. In general, lan-
guages with similar junctural regularities (comparable phonotactic rules or stress 
placement) will facilitate the transfer of segmentation strategies, whereas those 
with divergent regularities may create interference. The cost of persevering with 
L2-inappropriate cues has been shown for phonotactic regularities (Weber & Cut-
ler, 2006), acoustic-phonetic cues (Tremblay & Spinelli, 2014) and stress (Sanders 
et al., 2002a; Tremblay et al., 2012). Thus, the process of becoming a profi cient 
L2 listener involves not only vocabulary growth and syntactic learning (Sanders 
et al., 2002a, 2003) but also increased control over potentially contradictory sets of 
non-lexical segmentation strategies. 

 Segmentation in older listeners 

 There are two theoretical reasons to be interested in segmentation in older listeners. 
First, aging is accompanied with a steady decline in auditory abilities, particularly 
high-frequency perception, temporal processing, and sound stream segregation 
(CHABA, 1988). Second, vocabulary shows comparatively little decline (Singer 
et al., 2003). This combination of decline and stability suggests that segmentation is 
likely to become increasingly lexically driven in later years, with segmental and 
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subsegmental cues becoming less impactful. Interestingly, the perception of supraseg-
mental patterns such as stress is relatively well preserved (Baum, 2003; Wingfi eld et al., 
2000), thus making segmentation in older adults possibly a lexico-prosodic matter. 

 Finally, the large literature on perceptual and cognitive decline in older adults 
indicates a heightened sensitivity to noise and cognitive load (Burke & Shafto, 2008). 
Therefore, segmentation challenges are likely to be amplifi ed under conditions of 
environmental degradation, especially when these tax working memory (Rönnberg 
et al., 2010), another declining faculty in older adults (McDaniel et al., 2008). Recent 
research by Weiss and colleagues (2010) suggests that resolving confl icts between 
segmentation cues might require increased processing resources. Given age-related 
decline in cognitive capacity (Craik & Byrd, 1982), cue confl ict is likely to be par-
ticularly challenging for older adults. 

 Conclusion 

 Speech segmentation is an elusive construct insofar as it is often little more than a 
by-product of word recognition. In that sense, segmentation is implicitly built into 
models of speech recognition. However, segmentation arises as a concrete challenge 
whenever the interface between signal and lexical representations fails. In a narrow 
sense, the goal of this chapter was to review the factors at the root of such failures. 
These included lexical embeddedness, a developing lexicon or language system (L1 
or L2), input degradation, and auditory limitations. Our contention is that the 
extent to which segmental, subsegmental, and suprasegmental cues infl uence seg-
mentation can be predicted based on the specifi c characteristics of each of these 
factors, as well as the statistical structure of the language. Modelling speech seg-
mentation remains an ambitious enterprise, however, because the relative weights of 
lexical and non-lexical information are likely to change on a moment-by-moment 
basis during the unfolding of speech. Online experimental measures of segmenta-
tion such as eye movements (e.g., Tremblay, 2011) and electrophysiological brain 
responses (e.g., Cunillera et al., 2009; Sanders et al., 2002b) are providing fi ner 
analyses of such temporal fl uctuations. Likewise, signifi cant advances in understand-
ing the segmentation process can be made through a better appreciation of the 
dynamic fl ow of information between layers of the language system. Recent studies 
relying on causality analyses of magnetoencephalographic (MEG) and electroen-
cephalographic (EEG) data during speech perception tasks (Gow et al., 2008, 2009) 
are providing a useful hypothetical functional architecture in which segmentation 
can be further analysed. 
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